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Abstract—This paper develops a method that can automati- metrics of the CVSS. We preformed a preliminary experiment
cally estimate the security metrics of documents written in natural ~ to determine a suitable estimation method; we compared
language. Currently, security metrics play an important role in  several machine learning algorithms: the naive Bayes classifier,
assessing the impact and risks of cyberthrgats. Security metrics | atent Dirichlet allocation (LDA) [4], Latent Semantic Index-
also enable operators to recognize emerging cyberthreats and g (| gJ) [5], and Supervised LDA (SLDA) [6]. As the training
to prioritize operations in order to mitigate such threats. In — joaqet” e considered approximately 60,000 vulnerabilities

this paper, we focus on estimating the ratings in the Common . .
Vulnerability Scoring System by inspecting the threats described reported during the period January 2002 to December 2013 and

in the Common Vulnerability and Exposures dictionary. Our we used 1,300 definitions reported during the period January
approach employs various techniques for processing natural 2014 to May 2014.

language, and it uses the descriptions in the dictionary to estimate
the base metrics. This paper also extends the algorithm to increase
the accuracy of the estimate.

We also propose a new learning algorithm that introduces
an annual parameter. Within the algorithm, the training dataset
is separated by year, and a model is generated for each year.

Keywords—Security Information, Data Mining, Scoring For each model, the algorithm assigns a weight that reflects
the annual effects of the CVE documents. Our results indicate
. INTRODUCTION that this often improves the estimate.

Most modern systems rely on software, and software bugs This paper makes the following contributions:
often increase the risk that remote attackers can gain unautho-
rized access to such systems. Therefore, it is important to find *
suitable methods for managing this vulnerability in order to
protect society from these attacks. However, the number of vul- o We perform experiments and evaluate the performance
nerabilities increases along with the amount of software, since with f; measures.
bugs pervade every level of modern software [1]. Therefore, it ,
is important to share information in order to form a knowledge ®  We observe that the SLDA gives the best performance.
base that can facilitate management of these vulnerabilities. 4  \we find that the annual effect of the CVEs is a feasible

The National Vulnerability Database (NVD) is a popular parameter for providing better estimates.
knowledge base. It is composed of the Common Vulnerability We design an algorithm to assign weights that reflect
and Exposures (CVE) dictionary of vulnerabilities [2] and the the annual effect.
Common Vulnerability Scoring System (CVSS) [3], which
estimates the impacts of those vulnerabilities.

We propose a method for estimating the CVSS base
metrics for CVE documents.

Il. RELATED WORK
However, the announcement of impacts can be delayed by . . . . .
a day or two following receipt of reports by the Computer _ TNiS section briefly explains our analysis targets, the
Security Division of the National Institute of Standards andCVE and the CVSS, which are presented in Sections II-A
Technology (NIST), the organization that manages the NvDand II-B, respectively. Section 1I-C mtroduces earlier work that
This delay can potentially increase the risks, since it can delagttempted to analyze the threats described by the CVE.
the awareness of serious vulnerabilities.

In this paper, we present a way to rapidly estimate theA' Common Vulnerability and Exposures

impacts predicted by the CVSS, and we develop an automated The CVE dictionary contains publicly known information
method for estimating these impacts. We then use techniquedout security vulnerabilities and exposures [2]. It is composed
for processing natural language to analyze the CVE descripf identifiers (CVE-IDs) and the descriptions of the vulnera-
tions, and we classify the documents and estimate the ba$dities. The CVE-IDs are assigned by the MITRE Corporation



TABLE I. AN EXAMPLE OF A CVE DESCRIPTION CVE-2014-0001 TABLE IIl. PRELIMINARY ANALYSIS OF THE PERFORMANCE OF OUR
METHOD FOR ESTIMATING BASE METRICS
<vuln:summary>

Buffer overflow in client/mysqgl.cc in Oracle Category # NBC LS| LDA SLDA
MySQL and MariaDB before 5.5.35 allows remote LOCAL 115 0.607 | 0.086 ° 0.621

database servers to cause a denial of service AV ADJACENT NETWORK 41 - 0.067 - -
(crash) and possibly execute arbitrary code NETWORK 1158 | 0.962 | 0.609 | 0.981 | 0.962

via a long server version string. HIGH S0 i 0.084 | 0.069 '
</vuln:summary> AC | MEDIUM 624 | 0.650 | 0.456 | 0.644 | 0.676
LOW 640 | 0.715 | 0.124 | 0.009 | 0.718

MULTIPLE INSTANCES 5 - - - -
TABLE II. AN EXAMPLE OF A CVSSDESCRIPTION CVE-2014-0001 AU | SINGLE INSTANCE 239 | 0371 R R 0.451
NONE 1070 | 0.920 | 0.868 | 0.893 | 0.925
<cvss:score>7.5</cvss:score> NONE 499 0.814 | 0.204 | 0.116 | 0.823
<cvss:access-vector>NETWORK</cvss:access-vector> A PARTIAL 459 0.659 | 0.485 | 0.492 | 0.623
<cvss:access-complexity>LOW</cvss:access-complexity> COMPLETE 356 | 0.667 | 0.005 | 0.033 | 0.693
<cvss:authentication>NONE</cvss:authentication> NONE 480 | 0.755 | 0.041 | 0.555 | 0.792
<cvss:confidentiality-impact>PARTIAL</cvss:confidentia C PARTIAL 565 | 0.742 | 0.573 | 0.266 | 0.708
lity-impact> COMPLETE 269 | 0.570 | 0.007 | 0.065 | 0.624
<cvss:integrity-impact>PARTIAL</cvss:integrity-impact> NONE 420 0.697 | 0.048 | 0.035 | 0.751
<cvss:availability-impact>PARTIAL</cvss:availability-i | PARTIAL 639 0.761 | 0.630 | 0.617 | 0.741
mpact> COMPLETE 255 0.576 - 0.025 | 0.622

and the CVE Numbering Authorities [7]; there are currently e  Authentication (AU) denotes the number of times

more than 50,000 CVE-IDs. that the attacker must authenticate in order to exploit
. . the vulnerability. This is categorized &8ULTIPLE
In this paper, we regard the CVE descriptions as explana- INSTANCESSINGLE INSTANCFor NONE
tory variables. Table | shows an example of a CVE that was o _ o
reported in 2014. e Availability (A) denotes the impact on the availability

of a system when the system is attacked. This is
categorized ablONE, PARTIAL or COMPLETE

. L e Confidentiality (C) denotes the impact on the confi-
The CVSS provides an open framework for communicating dentiality of the data in a system when the system is

the characteristics and impacts of information security vul- attacked. This is categorized AONE, PARTIAL or
nerabilities [3]. It was originally defined and commissioned COMPLETE

by the National Infrastructure Advisory Council [8], and it is

currently managed by the Forum of Incident Response and e Integrity (I) denotes the impact on the integrity of a
Security Teams [9], which seeks to promote and improve the system when the system is attacked. This is catego-
framework. rized asNONE PARTIAL or COMPLETE

B. Common Vulnerability Scoring System

. According to the CVSS, therg are three assessment critgs Analysis of CVE

ria: the base, temporal, and environmental metrics. The base

metrics represent the fundamental characteristics of a given Earlier analyses of CVEs focused on extracting topics
vulnerability, and they are neither time dependent nor affecteffom security vulnerability information. Neuhaus and Zimmer-
by the user’s environment. The temporal metrics reflect thénan [10] used CVEs published during the period 1999 to 2009
current characteristics of a vulnerability that changes oveto analyze the trend of cyberthreats. They used the LDA [4]
time. The environmental metrics reflect the characteristicdo classify the CVEs into 40 categories, such as cross-site
of vulnerabilities that are specific to a user’s environmentscripting, SQL injection, and buffer overflows. Their results
and they also reflect the potential collateral damage of théhowed that by eliminating these vulnerabilities and by making
vulnerability and the security requirement. PHP more secure, the majority of the CVEs were fixed.

In this paper, for the period 1999 to 2014, we were able to  T0 the best of our knowledge, no past study attempted
obtain the vulnerability score from the base metrics; howevert0 analyze the CVEs in order to assess the possible impact
we were not able to do so for the other metrics. Thereforeof @ given vulnerability, and thus the CVSS score was not
in this paper, we employ the base metrics as the objectivealculated.
variable. Table Il shows an example of the base metrics. The
vulnerability score ranges from 0.0 to 10.0; we consider the [Il.  METHODOLOGY

scores in the range 7.0 to 10.0 to bg high, those in the range |, this paper, we decided to use the NVD [11] provided
4.0 t0 6.9 to be medium, and those in the range 0.0 10 3.9 1§y the NIST. The NVD consists of the CVE-IDs and descrip-
be low. The following factors were used to calculate the basgng provided by MITRE [12] and the CVSS base metrics
metrics. calculated by the NIST team.

e Access Vector (AV) denotes the place where the vul-  When extracting the CVE descriptions, we used the Porter
nerability is accessed. This information is categorizedstemming algorithm [13] to remove the inflectional endings
asLOCAL, ADJACENT NETWORKor NETWORK from words. The list of the stopwords used in the algorithm

e Access Complexity (AC) denotes the difficulty of the was available online [14].

conditions required to exploit the vulnerability. This We considered various methods to determine a suitable
is categorized asliIGH, MIDDLE, or LOW. algorithm for the analysis. An earlier analysis of CVEs [10]



showed that LDA [4] is a feasible method. LDA is a probabilis-

tic model for extracting topics from a corpus of documents, and

it uses dimensional reduction to determine the co-occurrence
patterns of texts within the documents. The naive Bayes clas- O_
sifier (NBC), a common method for classifying texts, is also a

feasible. We attempted to use it with the multivariate Bernoulli K
model. For the dimension reduction, we also considered the
LSI [5]. It should be noted that the NBC, LSI, and LDA each
use unsupervised learning. We also considered using SLDA [6]
to deal with the labeled documents. Since the NVD can be
regarded as a set of labeled documents, we used SLDA to
classify the vulnerability information along with the topics. n,0> b
We then performed a preliminary evaluation with the aim _
. P . P . y - . Fig. 1. Structure of the SLDA
of using text mining to estimate the impact score. For this
evaluation, we used 10-fold cross-validation and determined 1ag e v, ConDITIONS FOR IDENTIFYING THE RELATIONSHIP
the_ average performance. We used fhemeasure, which is BETWEEN THE ESTIMATION PERFORMANCE AND THE TEMPORAL
defined as follows: DISTANCE
# Training Data | Testing Dataset| # | Training Data | Testing Dataset
2. Recall - Precision 1 CVE-2013 CVE-2014 | 13 | CVE-2007 CVE-2008
fimeasure = — . (1) 2 CVE-2012 CVE-2014 14 | CVE-2006 CVE-2008
Recall + Precision 3 CVE-2011 CVE-2014 | 15 | CVE-2005 CVE-2008
4 CVE-2010 CVE-2014 16 CVE-2004 CVE-2008
The results are summarized in Table lll, where the first_> | CVE-2009 CVE-2014 | 17 | CVE-2003 CVE-2008
lumn denotes the factors defined above. The second ColuMA——<ue oo CVEZOl | 18 cvezxe CVEZ008
colu - s 1 ——CcvE-2007 CVE2014 | 19 | CVE-2001 CVE-2008
gives the category of each factor, and the third shows thes | CvE-2006 CVE-2014
number of the test datasets that were found to belong to ea ‘hlgo gxg-;ggi gxg-;gﬂ
category. The remaining columns denote fhemeasures for  ———cvEo503 SVES0LA
the NBC, LSI, LDA, and SLDA, respectively. The symbel 12 | CVE-2002 CVE-2014

means that thef; measure could not be calculated because
both the recall and the precision were zero. The training data

were a set of CVEs published during the period 2012 to 2013 The SLDA requires two steps to predict the category.

(CVE-2012 to CVE-2013), and the test dataset was a set dfhe first is the expectation step (E-step), which estimates the
CVEs published during the period January to May 2014 (CVE-approximate posterior distribution for each document-response
2014). pair. The next is the maximization step (M-step), which uses

In the preliminary evaluation, we observed that the SLDAthe parameters palculated in the 'E-step to predict the label.
usually performed better than the other algorithms. We notJhe SLDA is estimated as follows:
that the dimension reduction hindered both the LSI and the
LDA. We tried to classify the CVEs as High, Medium, or Low
without regard to genre, but we note that the topics estimated FE [Ydel:N, o, B1:K, N4, 02] =nt'E [Zagin||lwin]. (2)
from an unsupervised model may correspond to genres, if that
is the dominant structure in the corpus [6].

IV. ASSIGNMENT OFANNUAL WEIGHTS FOR THESLDA

availability impact: F value

In this section, we present our idea for a way to further ! T T
improve the estimate of the vulnerability score. We consider :
way to extent the SLDA algorithm by using the annual effect _ P §
of the CVEs. —
o o0 .
R R l
A. Annual analysis for the SLDA s A AL A A& 5 f"’lx ol 1
Figure 1 summarizes the structure of the SLDA, whére =
denotes the documents,denotes the identifier of the words, oA 1
and k£ denotes the identifier of the topicd), N, and K
represent the number of the documents, words, and topic  ,,|  m NONE (et da OVE 2008) ~2—
respectively. Like the LDA, the SLDA assigns the labglto e COMPLETE (toct it GVE-2008) T
. .. . . . L | NONE (test data CVE-2014)
a document; this is based on the togig,,, which is the topic S— COpARTIAL et cata CVE 2014) - &~
Iﬁr tdocurgt;ntd atr;1d vggrd I’?I tand the Farar?hetiin,gz- I\(Ijote t Q002 2003 200i 2005 2006 2007 2008 2008 2010 2011 2012 2013
ata and g are the Dirichlet parameters; the former denotes year (iraining data)

the per-document topic distribution and the latter denotes the
per-topic word distributiond, is the topic distribution for the Fig. 2.  Availability: Results for the relationship between the estimation
documentd, and ¢y, is the word distribution for the topig. performance and the temporal distance



assigned a number. For example, in Condition 1, we used CVE-
2014 as the test data and CVE-2013 as the training data. We
then used the SLDA to calculate thfie measure. n

TABLE V. PERFORMANCE OF THE BASICSLDA AND THE ANNUAL
WEIGHT-ASSIGNMENT ALGORITHMS O
Category # SLDA | (linear) | (sigmoid) y
COCAL 115 | 0649 | 0.663 | 0.637
AV | ADJACENT NETWORK | 41 - - -
NETWORK 1158 | 0.964 | 0.960 | 0.960
HIGH 50 - - - n
AC MEDIUM 624 0.609 0.636 0.669 1
LOW 640 | 0.731 | 0.769 0.765 year
MULTIPLE INSTANCES 5 - - -
AU SINGLE INSTANCE 239 0.622 0.303 0.506
NONE 1070 | 0.940 0.914 0.931
NONE 799 | 0.783 | 0860 | 0.855
A PARTIAL 459 0.597 0.726 0.707 b
COMPLETE 356 | 0.632 | 0694 | 0.695 i
NONE 480 | 0.781 | 0.794 | 0.798
C PARTIAL 565 0.701 0.761 0.742
COMPLETE 269 0.562 0.653 0.634 n
NONE 420 | 0.708 | 0.753 | 0.750
| PARTIAL 639 0.741 0.780 0.770 year2
COMPLETE 255 0.571 0.634 0.622 , ;L
¢ predicted O
We assumed that the estimate could be improved by O Y predicted
assigning weights to the training dataset. A previous study [10] . -
indicated that there might be a trend in the vulnerability 1 predicte
information. Our key idea was to assign higher weights to
more recently published CVEs. .
To assess our hypothesis, we conducted a set of experi-
ments for identifying the relationship between the accuracy O
of the estimate and the temporal distance. The experimental
conditions are shown in Table IV, where each condition is ¢ )

year i

The results are shown in Figure 2, where the black
shapes are used for the CVE-2014 test data (Conditions #}y 3. Assignments of weights for the SLDA
12), and the white shapes are used for the CVE-2008 test
data (Conditions #13-19). For clarification, we will focus our
discussion on the performance of estimating the Availabilitywhereevaluated_value(Y,), where document € CVE-2014,
We classified the Availability of the CVEs #&0ONE (circles), can be calculated as
PARTIAL (triangles), orCOMPLETE (squares). We observed 2013
that the estimation performance was correlated with the tem- _ ) .
poral distance. The results for the other base metrics exhibited evaluated_value(Yq) = Z M * Pk * k- @
a similar trend, and hence, we considered the possibility that
the estimation might be affected by the annual effect of the \ye calculated the annual parameterfor a linear function

CVEs. (Equation 5) and for a sigmoid function (Equation 6):

k=2002

B. Annual weight assignment algorithms

~ (k—2001) 5

This section describes our weight-assignment algorithms Wk = 12 (5)
for the temporal distance of the CVEs, based on the experi- 1

ments described in Section IV-A. Wk = T pgain(C 1120 2000)7R) (6)

Figure 3 presents the key differences when the weights are . :
added to the structure of the SLDA. In the SLD#, andn, for Wherek € (2002, --,2013). The results are summarized in

documentd are defined during the estimation. Our aIgorithmsTable V, where .the first column lists t_he base metrics, the
determines the parametefs,, ;) and the annual effect of second column lists the category, the third lists the number of

o . . est datasets classified into that category, the fourth denotes the
:)haera%\falf:r.yilnfc?rd ?g;ozé)ou;n?jl%to trggnm égg&rggs ttiz tlgi eﬁ‘””“agq measures for the SLDA, and the fifth and sixth columns list

the performance obtained when an annual weight-assignment
The training data consisted of CVE-2002;, CVE-2013, algorithm that is linear of sigmoid, respectively.

and the test data were CVE-2014. We calculated twelve sets

of the parameter$s,, n4), and we used either a linear or a

sigmoid function to assign weights for each parameter. Th

predicted valu&’y,,cqictea Can be calculated as

In many cases, our algorithms performed better than did
he basic SLDA. Our algorithms gave better estimates of

e Availability, Confidentiality, and Integrity. In the cases
of Access Complexity and Access Vector, we observed that,
Ypredictea = arg max(evaluated_value(Yy)), (3) in some categories, the SLDA performed better than our



TABLE VI. CWE AND CVSS BASE METRICS
[ [ CWE id [16 [ 20 22 [ 59 [ 78 [ 79 [89 |94 [ 119 [ 134 ]
LOCAL 0.18 [ 0.12] 0.02 | 090 [ 0.05] 0.00 [ 0.00 [ 0.02 | 0.07 | 0.12
AV [ ADJACENT NETWORK | 0.03 [ 0.02 [ 0.00 | 0.00 | 0.05 | 0.00 | 0.00 | 0.00 | 0.01 | 0.00
NETWORK 0.78 | 0.86 | 0.98 | 0.10 | 0.89 | 1.00 | 1.00 | 0.98 | 0.92 | 0.88
HIGH 0.07 [ 0.03 ] 0.03 | 0.09 [ 0.05 ] 0.05 [ 0.01 [ 0.03 | 0.05 | 0.04
AC [ MEDIUM 037 | 043 029 | 0.75 | 0.26 | 0.95 | 0.09 | 0.50 | 0.53 | 0.35
LOW 056 | 0.54 | 067 | 0.16 | 0.69 | 0.00 | 0.90 | 0.46 | 0.43 | 0.60
MULTIPLE INSTANCES | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 [ 0.00 | 0.00
AU [ SINGLE INSTANCE 0.07 | 0.10 | 0.10 | 0.02 | 0.30 | 0.10 | 0.07 | 0.07 | 0.04 | 0.06
NONE 093 | 090 | 090 | 0.98 | 0.70 | 0.90 | 0.93 | 0.93 | 0.96 | 0.94
NONE 040 [ 020 | 0.48 | 0.15 [ 0.01 | 1.00 [ 0.00 | 0.04 | 0.01 | 0.01
A PARTIAL 033 | 043 042 036 | 0.18 | 0.00 | 0.99 | 0.59 | 0.34 | 0.58
COMPLETE 027 | 036 | 0.10 | 0.49 | 0.82 | 0.00 | 0.00 | 0.36 | 0.65 | 0.41
NONE 033 [ 049] 009 038 0.03] 0.99 [ 0.00 [ 0.04 | 0.15 | 0.20
C PARTIAL 045 | 028 0.76 | 0.18 | 0.18 | 0.00 | 0.99 | 0.59 | 0.24 | 0.42
COMPLETE 023 | 023 015 | 0.44 | 0.80 | 0.00 | 0.00 | 0.36 | 0.61 | 0.37
NONE 033 [ 045] 041 0.06 [ 0.03] 0.00 [ 0.00 [ 0.02 ] 0.15 | 0.16
| PARTTAL 047 | 033 049 | 045 | 0.18 | 1.00 | 0.99 | 0.62 | 0.24 | 0.47
COMPLETE 021 | 022 010 | 050 | 0.79 | 0.00 | 0.00 | 0.36 | 0.61 | 0.37
[ [ CWEid [ 189 [ 200 [ 255 [ 264 [ 287 [ 310 [ 352 | 362 | 399 | |
LOCAL 012 [ 017 ] 024 027 | 0.05] 0.09 | 0.00 | 0.64 | 0.12
AV [ ADJACENT NETWORK | 0.02 | 0.01 | 0.03 | 0.02 | 0.03 | 0.47 | 0.00 | 0.02 [ 0.02
NETWORK 086 | 0.81 | 0.73 | 0.71 | 0.92 | 0.44 | 1.00 | 0.34 | 0.86
HIGH 0.03 [ 0.03] 0.03 ] 0.04 [ 0.04 ] 0.04 ] 0.03] 0.26 | 0.02
AC [ MEDIUM 048 | 026 | 0.22 | 0.30 | 0.28 | 0.67 | 0.95 | 0.52 | 0.35
LOW 049 | 0.71 | 0.75 | 066 | 0.69 | 0.30 | 0.02 | 0.22 | 0.63
MULTIPLE INSTANCES | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 [ 0.00 | 0.00 | 0.00
AU [ SINGLE INSTANCE 0.04 [ 0.09 | 0.10 | 0.20 | 0.08 | 0.03 | 0.06 | 0.03 | 0.06
NONE 096 | 0.91 | 0.90 | 0.80 | 0.92 | 0.97 | 0.94 | 0.97 | 0.94
NONE 004 [ 094 ] 056 ] 043 031 ] 0.36 ] 0.10 | 0.22 | 0.01
A PARTIAL 047 | 004 | 021 | 031 | 048 | 058 | 0.88 | 0.23 | 0.49
COMPLETE 049 | 0.02 | 023 | 0.26 | 0.20 | 0.06 | 0.02 | 0.55 | 0.50
NONE 031 [ 002009 020 0.15] 0.12 [ 0.12 | 0.27 | 0.56
C PARTITAL 030 | 0.89 | 0.63 | 055 | 0.65 | 0.81 | 0.86 | 0.22 | 0.16
COMPLETE 039 | 0.09 | 0.28 | 0.26 | 0.20 | 0.07 | 0.02 | 0.51 | 0.28
NONE 032 093] 047 ] 027 019 ] 027 ] 0.00 | 0.39 | 0.58
| PARTIAL 029 | 0.05| 030 | 048 | 0.63 | 0.68 | 0.98 | 0.21 | 0.15
COMPLETE 039 [ 0.01 | 023 025 | 0.19 | 0.05 | 0.02 | 0.40 | 0.27

TABLE VII. PRELIMINARY PERFORMANCE ANALYSIS FOR THE
TWO-STEP ESTIMATION METHOD
Category # Two-Step
LOCAL 115 0.336
AV | ADJACENT NETWORK 41 0.020
NETWORK 1158 0.874
HIGH 50 0.086
AC | MEDIUM 624 0.404
LOW 640 0.103
MULTIPLE INSTANCES 5 0.000
AU | SINGLE INSTANCE 239 0.449
NONE 1070 0.924
NONE 499 0.618
A PARTIAL 459 0.459
COMPLETE 356 0.495
NONE 480 0.523
o] PARTIAL 565 0.601
COMPLETE 269 0.523
NONE 420 0.591
| PARTIAL 639 0.602
COMPLETE 255 0.474

V. DISCUSSION
A. Towards an accurate estimation

In this study, we have searched for a method to more
accurately predict the CVSS metrics. As shown in Section IV,
we employed a weight assignment based on the year of the
CVEs. This section explains some potential approaches to
improving the accuracy.

Besides the CVSS and CVE, Common Weakness Enu-
meration (CWE) [15] hints at ways to assess the impact of
the vulnerability. Table VI shows the relationship between
the CWE identifier and the CVSS base metrics; the number
denotes the percentile of the distribution. Consider a vulnera-
bility categorized as CWE-ID = 89 (SQL Injection). In almost
all cases, the base metrics could be guesstimated accurately:
Attack Vector is NETWORK Access Complexity isSLOW,
Authentication iSNONE and the Availability, Confidentiality,
and Integrity impacts ar@ARTIAL PARTIAL and PARTIAL
respectively. The cases of CWE-ID = 79 (Cross-Site Scripting)
and CWE-ID = 352 (Cross-Site Request Forgeries) are similar.

From the above observation, we considered that if a CWE-

algorithms, and it did so in all categories in the case ofID were assigned to the vulnerability information, it might
Authentication. However, of the 18 categories, in 13 caseshe possible to improve the accuracy. We also speculated
our algorithm with the linear function performed better thanthat it might be possible to create a two-step method that
the SLDA, and in 12 cases, this was true of our algorithm withestimates the CWE-ID from the description and then use this
the sigmoid function. Hence, we believe that our algorithmsto estimate the CVSS base metrics. The resulfinghneasures
can improve the estimation performance.

are shown in Table VII. Compared to the SLDA, we observed



an improved performance for the CVE documents for whichWe postulated that an automated risk assessment based on
the Availability wasHIGH and the Access Complexity was vulnerability documents written in natural language could be
ADJACENT NETWORKUnNfortunately, the SLDA performed of great assistance to these operators.

better than the two-step method in the other cases. As an area
of future work, we want to find a way to predict a particular
CWE.

Our analysis was based on machine learning techniques,
and we found that there was a correlation between the
estimation performance and temporal distance of the CVE
. documents. That is, when estimating the impact of a CVE
B. Behind the annual effect of the CVE reported in 2014, knowledge of a CVE reported in 2013 is

This section considers the background of the assumptiolikely to be more meaningful than a CVE reported in 2002.
that there was a correlation between estimation performandd short, there was an annual effect both from statistical and
and temporal distance. cybersecurity points of view.

According to a report by the SANS institute [16], the  We therefore proposed an algorithm to assign an annual
serious cyberthreats reported in the first decade of the 2000%eight within the SLDA algorithm. In this paper, we intro-
targeted operating systems and their default installed serviceduced both linear and sigmoid functions for the weight assign-
For example, CVE-2001-0500 described the vulnerability in anent, and we showed that these could improve the estimation

Web service for Windows that allows remote attackers to penePerformance. In 13 of the 18 categories, our algorithm with
trate, i.e., the CodeRed worms [17]. CVE-2002-0649 describefhe linear function performed better than the SLDA, and in 12
the Slammer worm [18], which exploits Microsofts SQL Cases, our algorithm with the sigmoid function gave the better
services; CVE-2003-0352 describes the Blaster worm [19]performance.

which exploits Microsoft's RPC services; and CVE-2003-

The remaining issue is to estimate the impact of a com-

0533 describes the Sasser worm [20], which exploits theyetely novel vulnerability. Since attackers also develop new
Active Directory service; all of these targets are part of Mi- methodologies to exploit software, this risk cannot be ignored.
crosoft Windows operating systems. In addition, CVE-2002-For such new attacks, our analysis, which is based on machine
0392 describes the Scalper worm, which exploits an Apachgsarning, would not work efficiently; it may be necessary to in-
web service; CVE-2001-0011 describes the Lion worm, whichy|yde the expert knowledge of experienced security operators.
exploits a BIND DNS service; and CVE-2002-1337 describesoyr methodologies will mitigate the effects of cyberthreats by

a vulnerability in the Sendmail email services. The moduseinforcing operators’ decisions and providing better estima-
operandi for all of these attacks was a buffer overflow, intions of the vulnerabilities.

which the data stored in the stack area of the computer are
overwritten. These data are not only read/write-able, but also
executable. If these attacks are successful, the attacker can run
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In 2007, the most critical vulnerability in a client computer
was ActiveX, the browser extension of Microsoft's Internet
Explorer. According to a report by AV-test [25], attackers 1]
tended to target Java, Adobe Flash, and PDF, all of which
were available as browser extensions. The modus operandi for
these attacks was heap spraying, rather than buffer overflowsp)
In addition to client computers, host computers also suffered
attacks, primarily SQL injection, script injection (cross-site [3]
scripting), and OS command injection.

We concluded that the threats vary by decade. In ordery)
to better estimate the performance for CVE-2014, it can be
assumed that it is better to train using CVE-2013 than to train
using CVE-2002. Therefore, an annual weighting might be [5]
feasible in terms of both cybersecurity and statistics.

V. ]

This paper attempted to use CVE documents to estimatem
the impact of vulnerability information. Our motivation is
that an automated assessment of the impacts would facilitat(fs]
vulnerability management by helping notify security operators
of severe threats and helping them prioritize their response.

CONCLUSION
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